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ABSTRACT  
We present an approach to image-based pupil plane amplitude and phase characterization using models built with principal 
component analysis (PCA). PCA is a statistical technique to identify the directions of highest variation (principal 
components) in a high-dimensional dataset. A polynomial model is constructed between the principal components of 
through-focus intensity for the chosen binary mask targets and pupil amplitude or phase variation. This method separates 
model building and pupil characterization into two distinct steps, thus enabling rapid pupil characterization following data 
collection. The pupil plane variation of a zone-plate lens from the Semiconductor High-NA Actinic Reticle Rreview 
Project (SHARP) at Lawrence Berkeley National Laboratory will be examined using this method. Results will be compared 
to pupil plane characterization using a previously proposed methodology where inverse solutions are obtained through an 
iterative process involving least-squares regression. 

Keywords: EUV lithography, EUV aberrations, aberration metrology, image-based aberration metrology, pupil 
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INTRODUCTION  
Pupil plane characterization and manipulation have played a critical role in image-process optimization at past technology 
nodes.1–3 The criticality of pupil characterization continues into EUV lithography (EUVL) with an additional importance 
placed on understanding the ways that the pupil variation evolves during system operation.4,5 Interferometric techniques 
are the de-facto standard of wavefront analysis. These techniques have been demonstrated with sub-nanometer resolution 
but require the use of additional optics, and are therefore difficult to implement during system use.6–8 In addition, we have 
previously shown that amplitude pupil variation in EUV imaging systems can be non-uniform.9–12 

In the past we have presented an iterative technique to extract the phase and amplitude pupil variation of an EUVL system 
from images formed by that system.9,11,13,14 We have demonstrated this technique on several EUV optical systems including 
the ASML ADT, the ASML NXE:3100 at IMEC, and most recently the Semiconductor High-NA Actinic Reticle Review 
Project (SHARP), an EUV mask microscope at Lawrence Berkeley National Laboratory.11,12,14 While the image-based 
technique is designed to minimize scanner and metrology tool usage, the iterative algorithm can require hours of 
computation to obtain both the amplitude and phase pupil variation.11,14 

Using a new algorithm based on principal component analysis (PCA) we are able to separate the model building and 
wavefront analysis steps. Although this results in a potentially lengthy model building step, the wavefront analysis step 
can be completed in under half a second. Model building only needs to be completed once for each imaging system. In 
this paper we aim to show that this technique is comparable to the already established iterative method. We will examine 
the fundamental concepts of this algorithm and present results of a preliminary experiment using the SHARP EUV mask 
microscope.15,16 
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THEORY 

The transfer of light through an optical system can be represented by its pupil function17,18, 

  (1) 

Where u,v  represent normalized Cartesian frequency coordinates, α(u,v) represents the pupil amplitude function, and 
W(u,v) represents the pupil phase function. It is customary to expand the phase function in a Fourier-Zernike series as18,19, 

 

 
(2) 

Where (ρ,ϕ) represents polar coordinates defined in terms of u,v , and 𝑍" represents the nth Zernike polynomial.19,20 In 
traditional aberration theory the pupil amplitude function is assumed to be given by a uniformly transmitting top-hat 
profile. We have shown that this is inadequate to describe the pupil amplitude function in EUVL systems. Therefore, we 
redefine the amplitude function in terms of a separate Fourier-Zernike series given as, 

 
 

(3) 

We have identified a number of pattern types, already present on most masks, which are sensitive to specific types of 
Zernike polynomials, as shown in Figure 1a. If a certain aberration is present, then there will be a phase or amplitude 
difference between the measurement sites of these targets.14 The pupil variation of an optical system can then be extracted 
via the images of these targets as in the algorithm described by Figure 1b.  

(a) (b) 

  
Figure 1. (a) Examples of metrology targets for each primary aberration. The red lines denote measurement locations. The 

aberration is interrogated by the CD difference at measurement sites. (b) A flowchart for the iterative algorithm of image-based pupil 
characterization. 

To begin, we assume that the system is aberration free. A number of aerial image simulations are computed and a model 
is fit to these simulations via non-linear least squares. This model can then be inverted to fit to experimental data (either 
aerial image or CD data) and obtain an initial guess for that particular aberration. This process is repeated for each 
aberration to obtain an initial guess for the aberrated wavefront. Finally, the process repeats until the algorithm converges 
on a solution for the pupil variation. This technique is presented in more detail in our earlier report.14 
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Principal component analysis (PCA) is a statistical technique to identify the directions of highest variation in a high 
dimensional dataset.21 To begin, we must obtain the dataset and subtract the mean. Next, the covariance matrix is computed 
and decomposed into eigenvectors and eigenvalues. Finally, the eigenvectors are sorted by decreasing eigenvalue.22 This 
process is depicted in Figure 2 where PCA was used to analyze data representing a line in R3 with Gaussian noise. The 
direction of highest variation is given by the eigenvector with the highest eigenvalue and is termed PC1. In Figure 2 this 
is the direction which appears to be a least-squares line of best fit to the data. In actuality, this direction minimizes the 
error orthogonal to the data—not orthogonal to the axis, as in least-squares regression. 

 

Figure 2. Data representing a line in R3 with Gaussian noise (blue circles) with the orthogonal directions of highest variation 
identified (black arrows) via PCA. 

To apply this technique to lithography we will consider a 1D aerial image through focus, which we call a through-focus 
intensity volume, as in Figure 3a. This intensity volume is part of a higher dimensional dataset when aberrations are present 
in the optical system. For example, a system with an unknown amount of spherical aberration can be described by a four 
dimensional dataset, as shown in Figure 3b. This dataset can be decomposed using PCA and each principal component 
can be interpreted as its own intensity volume, as shown in Figure 4. We will refer to these principal components as 
eigenvolumes. 

The eigenvolume shows the aerial image variation caused by a certain aberration. This can be seen in Figure 4 where the 
first eigenvolume shows the maximum intensity of lines increasing with positive defocus. This has the effect of shifting 
the best focus of that pattern. The eigenvolumes of the primary phase aberrations are given in Figures 5–7. It can be seen 
from the eigenvolumes that astigmatism causes an orientation dependent change in best focus, spherical aberration causes 
a pitch dependent change in best focus, coma causes placement error and asymmetric smear across the field, and finally 
trefoil causes a CD difference in patterns with 60° symmetry. It is also apparent that even-parity phase polynomials (as 
given in Figures 5 and 6) cause through-focus variation unlike odd-parity phase polynomials (as given in Figure 7). 

We can now determine the action of amplitude aberrations using this same type of analysis. The eigenvolumes of the 
primary Zernike polynomials as applied to amplitude pupil variation (given as ZAn) are given in Figures 8–10. It is seen 
that, unlike their phase counterparts, the even-parity Zernike amplitude polynomials do not cause through-focus variation, 
while the odd-parity components do. ZA5 and ZA6 can be seen to cause orientation dependent changes in contrast, ZA9 
causes pitch dependent changes in contrast, ZA7 and ZA8 cause a field and focus dependent pattern smear, and finally ZA10 
and ZA11 cause focus dependent changes in contrast and placement error. 
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(a) (b) 

  
Figure 3. A 1D aerial image through defocus (a) represents an intensity volume which is part of a higher dimensional space (b) 

when aberrations are present in an optical system. 

 

   
Figure 4. The first two principal components, or eigenvolumes, of the dataset shown in Figure 3. 
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Figure 5. Eigenvolume for a 60 nm pitch line/space array with astigmatism. Because the action of astigmatism is orientation 

dependent the eigenvolume in this case consists of both plots together. Coordinates are given at the mask level with the dashed lines 
representing the mask edge. 

   
Figure 6. Eigenvolume for a 30 nm line at 60 nm pitch and 90 nm pitch with spherical aberration. Because the action of spherical 

aberration is pitch dependent the eigenvolume in this case consists of both plots together. Coordinates are given at the mask level with 
the dashed lines representing the mask edge. 

     
Figure 7. Eigenvolume for a 50 nm CD five-bar pattern with coma (left) and eigenvolume for a 35 nm brick wall structure with 

trefoil (right). The left most feature in this trefoil eigenvolume represents the right side of a bar. Coordinates are given at the mask level 
with the dashed lines representing the mask edge.  
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Figure 8. Eigenvolume for a 60 nm pitch line/space array with ZA5 and ZA6. Because the action of these aberrations are orientation 

dependent the eigenvolume in this case consists of both plots together. Coordinates are given at the mask level with the dashed lines 
representing the mask edge. 

   
Figure 9. Eigenvolume for a 30 nm line at 60 nm pitch and 90 nm pitch with ZA9. Because the action of ZA9 is pitch dependent the 

eigenvolume in this case consists of both plots together. Coordinates are given at the mask level with the dashed lines representing the 
mask edge. 

    

Figure 10. Eigenvolume for a 50 nm CD five-bar pattern with ZA7 and ZA8 (left) and the eigenvolume for a 35 nm brick wall 
structure with ZA10 and ZA11 (right). The left most feature of the ZA10 and ZA11 eigenvolume represents the right side of a bar. 
Coordinates are given at the mask level with the dashed lines representing the mask edge. 
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All of this can be applied to inverse pupil solutions as follows:  1) a set of intensity volumes is simulated corresponding to 
a full factorial experiment, 2) this dataset is analyzed using PCA, 3) each simulated intensity volume is projected onto the 
eigenvolumes obtained via PCA, 4) a model is constructed between the treatment combinations and projection coefficients. 
This process is detailed graphically in Figure 11.  

  
Figure 11. A flowchart for the PCA-based algorithm of image-based pupil characterization. 

More specifically, each model consists of a system of polynomial equations fit to the projection coefficients via non-linear 
least squares. Assuming that the relationship between treatment combinations and projection coefficients is linear, this 
model can be formalized as, 

  (4) 

Where C(n) is the projection of each intensity volume onto the nth eigenvolume, 𝛽 "  represents the model coefficients, and 
C n  represents the mean projection coefficient onto the nth eigenvolume. In the linear case this could be formed into a 
matrix equation as, 

 

 

(5) 

Finally, an experimental intensity volume can be projected onto the simulated eigenvolumes and the model can be inverted 
as, 

  (6) 

Where C is the projection of an experimental intensity volume onto the model eigenvolumes. Some researchers have 
presented similar models where only those principal components which vary linearly are chosen for the model.23,24 
Choosing only linear principal components limits the accuracy of this approach though. In reality the relationship between 
treatment combinations and projection coefficients is often non-linear. The same techniques can be applied but instead a 
higher order polynomial must be used. In the non-linear case the model must be inverted by solving the system of equations 
numerically. In our four-dimensional example with spherical aberration the forward model is generalized as, 

 

  (7) 
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EXPERIMENTAL APPROACH 

The Semiconductor High-NA Actinic Reticle Review Project (SHARP) is an EUV mask microscope at Lawrence Berkeley 
National Laboratory. A schematic view of the system is shown in Figure 12. SHARP forms a magnified image of an EUVL 
mask at 13.5 nm wavelength onto a CCD sensor using a Fresnel zone plate lens. The lens is interchangeable and a number 
of numerical apertures are available from 0.25-0.625 4xNA. Additionally, a wide range of illumination conditions are 
available through the use of a MEMs mirror (MA in Figure 12). 

  
Figure 12. A schematic view of the SHARP microscope at the Advanced Light Source. EUV light at 13.5 nm from a bending 

magnet is focused on the photomask. The photomask is imaged on a CCD sensor using Fresnel zone plate lens. 

The target CDs of the structures used for this experiment are given Table 1. These values were determined by calculating 
the pitch required to sample the desired pupil location. Structures were chosen to sample the ρ=0.5 and ρ=0.9 pupil zones. 
All data was collected using a 0.25 4xNA lens using a 0.1σ conventional illuminator. This source was chosen to resemble 
a coherent source, yet introduces a small amount of pupil averaging. Each target was imaged through its full depth of focus 
with the smallest step size available—±2.7 µm in 0.3 µm steps. 

Table 1. CDs of the metrology targets used for pupil function extraction on SHARP. 

Aberration Name Structure Type Target CD [nm] 

Astigmatism 90° (Z5) Vertical/Horizontal 
Lines 

30 

Astigmatism 45° (Z6) 45°/135° Lines 30 

Coma X (Z7) Vertical 5-bar 50 

Coma Y (Z8) Horizontal 5-bar 50 

Spherical (Z9) Line through pitch 30 

Trefoil X (Z10) Horizontal T-Bar 35 

Trefoil Y (Z11) Vertical T-Bar 35 

Images were analyzed using custom image processing software written in MATLAB.25 The images are registered to 
eliminate stage errors and the region of interest was interpolated using Fourier interpolation. Images were collected at 
approximately 15 nm/px and interpolated to approximately 5 nm/px. The aerial image is approximated by finding the 
column-wise median of the interpolated region, then normalized such that the intensity volume peaks at the ideal value at 
best focus—1.29 for three-beam imaging. 
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Models were created for the PCA-based pupil variation retrieval algorithm using vector aerial image simulations 
(PROLITH26). A 102 full factorial experiment was run for each Zernike polynomial using a phase design unit of 100 mλ 
and an amplitude design unit of 50%. The best polynomial model was chosen using Akaike information criterion (AIC), 
an information theoretic approach to quantifying over-fitting risk.27 Finally, pupil amplitude and phase variation were 
extracted using both the PCA-based and iterative algorithms. 

RESULTS AND ANALYSIS  

The required polynomial order (along with its associated AIC weight) and the model RMSE are given in Table 2. The 
RMSE for both phase and amplitude are on the order of 0.2 mλ and percent, respectively. This is comparable to past studies 
using the iterative algorithm. Models were built on a machine using a 3.6 GHz quad-core Intel i7 processor and 16 GB of 
RAM and the total runtime to build all models was 20 hours.  

Table 2. Required polynomial orders, and their associated RMSE for phase and amplitude variation, for each Zernike polynomial. 

Name Polynomial Order Phase RMSE [mλ] Amplitude RMSE [%] 

Z5 6 (0.632 AIC weight) 0.18 0.35 

Z6 5 (0.500 AIC weight) 0.19 0.25 

Z7/Z8 4 (0.496 AIC weight) 0.10 0.20 

Z9 6 (0.995 AIC weight) 0.10 0.15 

Z10/Z11 N/A N/A N/A 

Accurate models could not be built for Z10 and Z11 due to very small eigenvalues using the targets picked out for the 
iterative algorithm. In PCA the eigenvalues of each eigenvector correspond to the strength of a certain direction of 
variation. Therefore, a small eigenvalue makes it difficult to identify this type of variation in the inverse direction using 
this algorithm. The iterative algorithm has the advantage of using a predictor-corrector approach, enabling it to still 
accurately extract Z10 and Z11. 

A comparison of the pupil variation extracted with both the iterative and PCA-based algorithms is given in Table 3. The 
iterative algorithm took 3.2 hours to converge on a solution on the same machine described above, while the PCA-based 
algorithm took 0.2 seconds to obtain an inverse solution. The results obtained using both methods are very similar with 
the exception of Z8 in phase (coma Y).  

Table 3. A comparison of the extracted phase and amplitude variation using both the iterative algorithm and PCA-based algorithm. 

Name Iterative 
Phase [mλ] 

Iterative 
Amplitude [%] 

PCA        
Phase [mλ] 

PCA 
Amplitude [%] 

Z5 -1.0 +14.9 -3.5 +5.1 

Z6 -3.5 +0.3 -2.4 +0.4 

Z7 0.0 -10.0 -0.8 -20.1 

Z8 0.0 -15.4 +28.3 +4.3 

Z9 +2.7 +2.8 +1.8 +4.9 

Z10 0.0 -10.3 N/A N/A 

Z11 -23.2 +3.9 N/A N/A 
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This apparent discrepancy may be attributable to the lack of Z11 (trefoil Y) in the PCA-based models. Patterns sensitive to 
coma will also be sensitive to trefoil. It is therefore likely that the extracted +28.3 mλ of coma Y can actually be attributed 
to the -23.2 mλ of trefoil Y which were extracted using the iterative procedure. The sign between the two results also lends 
credence to this explanation. 

CONCLUSIONS  
We are developing an algorithm for rapid pupil characterization enabled via principal component analysis (PCA). This 
algorithm was compared to a previously demonstrated iterative algorithm. Both techniques extract the pupil amplitude and 
phase variation of an EUVL system from images formed by that system. We have demonstrated the new PCA-based 
algorithm experimentally using data from the SHARP EUV mask microscope. While the iterative algorithm took 3.2 hours 
to find a solution, the PCA-based algorithm obtained its solution in 0.2 seconds. A 20-hour model building step is necessary 
to use the PCA-based algorithm but this only need to be completed once. Results between the two algorithms match closely 
with the exception of coma Y. This is likely due to this pattern being sensitive to both coma Y and trefoil Y, combined 
with the omission of trefoil from the models due to small eigenvalues. It should be noted that this is not a theoretical 
problem with the technique, but rather a practical problem which can be solved with further modeling. In the future we 
hope to expand this PCA-based algorithm to CD data to enable rapid full-pupil characterization through resist images. 
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